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Abstract: In the context of the SU(2) quark flavor version of
the Nambu–Jona-Lasinio model extended by the Polyakov
loop, the effect of the regularization scheme on the quantum
chromodynamics phase structure at finite volume was stu-
died. The way in which the phase diagram changes with the
type of Polyakov loop potential considered in this study was
also investigated. In this study, a polynomial and a loga-
rithmic potential were used. On the other hand, a regular-
ization scheme that satisfies the thermodynamics properties
such as the Stefan–Boltzmann limit was chosen.

Keywords: Polyakov loop-extended NJL model, critical end
point, chiral phase transition, MRE approximation

1 Introduction

The study of the quantum chromodynamics (QCD) phase
structure is important in several fields of physics such as
cosmology, astrophysics, and particle physics [1,2]. Two
kinds of phase diagrams can be studied using the Polya-
kov–Nambu–Jona-Lasinio (PNJL) model: one is the chiral
phase diagram, which is associated with the chiral sym-
metry restoration in the limit of zero quark masses, and
other one is the phase transition from the confined
(hadronic phase) to the deconfined phase, which corre-
sponds to the Quark–gluon plasma (QGP) [3–6]. Both
phenomena, the chiral phase transition and the confined–
deconfined transition, are conceptually different; however,
the aim of this study was to investigate whether there is a

relationship between the transition temperature among
these processes. In an independent model such as lattice
QCD simulation, some authors have found that chiral tran-
sition and color deconfinement occur almost at the same
temperature [7,8]. The very close crossover lines among
both processes suggest that it can be a common dynamical
mechanism that relates both transitions. In addition, some
authors claimed that within the region that divides these
two phases, there is a “critical end point” (CEP), which
would indicate a change in the nature of the transition,
from a crossover to a first-order phase transition [9–14].
The study of the phase diagram, the location of the CEP,
and the properties of the QGP are the main objectives of
large experiments carried out by heavy ion colliders
[15–17]. To study these type of transitions for matter sub-
jected to extreme temperatures and densities, there are
several alternative models. In this study, the PNJL model
that allows us to study both phenomena, the chiral transition
and the confinement–deconfinement process, by adding an
effective potential was used. In order to take into account the
effects of finite volumes in the model, the multiple reflection
expansion (MRE) approximation by modifying the density of
states of the thermodynamic potential was used.

The way in which the QCD phase diagram changes as a
function of several parameters and variables, such as tem-
perature, chemical potential, the size of the finite volume,
and its geometry was investigated. The effect of the cutoff
scheme was included, and the effect of the different Polyakov
potential in the phases of QCD was also explored.

2 PNJL model

In the non-perturbative regime of the QCD, there are sev-
eral alternative effective theories to study the behavior of a
system of strongly interacting matter. The main aim of this
study was to concentrate on the PNJL model. The main
advantage of this model is the inclusion of a “Polyakov
loop” acting as an order parameter for gauge theories at
non-zero temperatures, which is useful to identify the
quark confinement [18–20].
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The Lagrangian for the two-flavor quark version of the
PNJL model for three colors is given by [21,22]:
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where =m m m,o u d( ) represents the current quark masses,
and assuming the isospin symmetry, we have = =m m mu d o.
In the PNJL model in order to incorporate the external gluonic
field Aμ (produced by a very heavy quark, which means that
it has no dynamics properties), the covariant derivative

= ∂ −D iAμ μ μ was introduced.
The thermodynamic potential per unit volume is

calculated from the partition function Z through the
expression = − ∕T μ T Z VΩ , ln( ) , which describes the con-
tribution of the color states to the system. Applying the
mean field approximation, which is a Taylor expansion
around the condensate qq⟨ ⟩, we obtain

= −M m G qq2 ,o ⟨ ⟩ (2)

where M , the quark constitutive mass, is generated by the
interaction between the quarks and the condensate ≈qq⟨ ⟩

− ∕σ G2 . This is the reason to call M the dynamically gener-
ated quark mass [23,24].

The thermodynamic potential of the PNJL model in the
frame of SU(2) flavor is given by [22]:
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where the quasi-quark energy is = +pE Mp

2 2 , =N 3c ,
=N 2f , and igA4 is the time component of the gluonic field

in the Euclidean space.
The Wilson line, a color matrix defined in terms of A4

with ×N Nc c dimension, was introduced as follows:

∫= =xL Pe e .
i A τ iβAd

o

β

4 4( ) (4)

To simplify the expressions, the coupling constant g

was substituted into the definition of A4 in Eq. (4). The
importance of L x( ) lies in the fact that the gluonic contri-
bution is described by the potential Φ, Φ*�( ), whose
dynamics depends on a complex field called the Polyakov
loop [25–27]:
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If we replace these terms in our thermodynamic poten-
tial, we obtain our final Ω:
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In this study, two different Polyakov loop potentials �

(one of them is a polynomial and the other one is a loga-
rithmic function) were used [22,28,29]. For the polynomial
potential, we use the following expression:
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with parameters =a 6.760 , = −a 1.951 , =a 2.6252 , = −a 7.443 ,
=T 2700 MeV, =b 0.753 , and =b 7.54 .
The logarithmic potential allows us to limit the

Polyakov loop to be less than 1, and this potential is
given by:
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= + ⎛
⎝

⎞
⎠ + ⎛

⎝
⎞
⎠a T a a

T

T
a

T

T
,0 1

0

2

0
2

( ) (10)

= ⎛
⎝

⎞
⎠b T b

T

T
.3

0
3

( ) (11)

The values for the parameters are =a 3.510 , = −a 2.471 ,
=a 15.22 , = −b 1.753 , and =T 2700 MeV [30].
Once the potential � is chosen, we can minimize the

thermodynamic potential using the condition ∂ ∕∂ =σΩ 0,
in order to obtain the thermodynamic equilibrium. This
leads to the gap equation from which we can calculate
the constitutive quark masses M as follows:
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where the functions +g ( ) and −g ( ) are determined by:
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The minimization of the thermodynamic potential
must be performed for each mean field, which results
in a self-consistent system of equations to be solved
numerically:
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The solutions for this system are the chiral σ⟨ ⟩, Polyakov
loop Φ⟨ ⟩ and Φ*⟨ ⟩ expectation values.

In summary, the PNJL model is obtained by adding a
gluonic potential in the Lagrangian of the Nambu–Jona-
Lasinio (NJL) model. This gluonic potential is written in
terms of the Polyakov loop. The Polyakov loop is an order
parameter that helps to identify the confinement–decon-
finement transition. The confinement condition corre-
sponds to =xΦ 0( ) , and any value, ≠xΦ 0( ) , implies a
deconfined phase.

3 Regularization schemes

The PNJL model is a non-renormalizable effective model
whose thermodynamic potential is integrated over the
entire momentum space. This represents a problem since
it leaves us with divergent integrals [31,32].

Let us take, for example, the gap in Eq. (12). The first
integral is clearly divergent since it has to be evaluated in
the entire space of momenta. Therefore, it is necessary to
use a regularization scheme to bound the integral:
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Also, we have to use some criteria to manage the other
integrals, which means to use a regularization scheme that
makes the mathematical treatment physically consistent.

3.1 Three-dimensional ultraviolet UV cutoff

One regularization method to eliminate these UV diver-
gences is to impose a three-dimensional cutoff in the diver-
gent integral. This method can preserve the structure of
the gap equations, but the Lorentz invariance is broken.
However, this is not a drawback since in the finite tem-
perature and chemical potential framework, the Lorentz
invariance is not preserved.

To apply the three-dimensional UV cutoff, we impose an
upper limit Λ to the integral. If the integrand possesses sphe-
rical symmetry, the integral will bemodified as follows [33,34]:
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It is important to remark that we have chosen this
regularization method in our calculations; however, we
should mention that there are many other methods, each

one with its advantages and disadvantages, such as: Pauli–
Villars regularization and proper-time regularization [35].

3.2 Cutoff schemes

Once we have chosen the three-dimensional UV cutoff as
our regularization method, our main interest is to investi-
gate how this cutoff affects the integrals and our calcula-
tions. In the SU(2) framework of the PNJL model, the
thermodynamic potential before the application of any
cutoff is given by [22,26,36]:
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If we impose our regularization scheme to all integrals
in ΩPNJL, integrating up to a common cutoff, we obtain a
new potential that is different from the obtained when we
do not apply the cutoff to the integrals that does need it,
such as the integrals that depend on the temperature. This
scheme of regularization is usually called “maximal cutoff.”
The thermodynamic potential takes the form:
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However, this last equation gives us an incomplete
thermodynamic description since it does not satisfy the
Stefan–Boltzmann limit [31].

Our first proposal would be to modify the limits of the
second integral, Eq. (18), which is already convergent. We
call this new scheme “minimal cutoff” [29]:
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Although the minimal cutoff potential takes into
account the high momentum modes, which are necessary
to reproduce the Stefan–Boltzamann limit of the pressure

Influence of the regularization scheme in the QCD phase diagram  3



at very high temperatures, there are some inconsistencies
we must deal with. First, we are treating differently two
terms of the same equation, i.e., for the divergent integral,
we take the Λ limit, and for the convergent integral, we
take the upper limit to infinity. Second, by taking the
integral to infinity, we are including the interactions of
fermions with the condensate, after the UV cutoff.

To avoid these problems, a new form of potential is
proposed, where we continue with the UV cutoff in the
divergent integral, but the thermal quark energy is mod-
ified in =σ 0 for all momenta >p Λ [30]. This procedure
eliminates the fermion–condensate interaction for momenta
after the cutoff >p Λ. This regularization scheme is known as
“soft cutoff” and will be the basis of this study. Therefore,
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By this modification, we take into account that the
interaction of fermions at very high momenta is off in the
second term, which would be the correct way to represent
the thermodynamic potential at very high temperatures.

4 Finite volume

When the volume of a thermodynamic system is finite, the
analysis of phase transition requires adjustments due to
finite-size effects, which will modify the thermodynamic
calculations. To study the problem with finite volume, we
need to introduce boundary conditions and also consider
the shape of the volume. In this study, we will analyze the
cases of spherical and cubic volumes.

The effects of a finite volume are taken into account by
using the MRE approximation, which was developed for a
two-flavor NJL model to study the size dependence of the
thermodynamic potential for a spherical volume for SU(2)
[37]. We extend this approximation to the SU(2) flavor of
the PNJL model.

In the MRE framework, the density of states is com-
posed of three terms, which correspond to volumetric, sur-
face, and curvature contributions [38,39]:

= + +ρ ρ ρ f ρ f ,
S CMRE vol surf curv

(21)

where functions f
S
and f

C
are the factors of the surface

and curvature terms of the fermionic density of states,
respectively.

Using the previous equation, the integral in the gap
equation changed to:
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For the purposes of MRE, the upper limit of the integral
is given by the tri-momentum cutoff ΛUV, while the infrared
cutoff ΛIR will be dependent on the boundary conditions.

The MRE approximation was developed to impose the
condition of finite volume for spherical droplets, and we
also extend its application to approximate the conditions
for a cubic box. For a spherical volume, we also define the
Dirichlet and Neumann boundary conditions.

4.1 Spherical volume

For the spherical droplet model, the fermionic density of
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p

π2

2
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ρ
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, which have three terms [37,39,40]:
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where R is the radius of the sphere and f
S
and f
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are

given by:
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These two functions are affected by boundary condi-
tions, which impose values on the α parameter. The Dirichlet
boundary condition is obtained by imposing → ∞α , which
means that
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and consequently, the density of states for the Dirichlet
condition is
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In the case of the Neumann conditions, the value
imposed is →α 0, and then,
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so that the density of states for the Neumann conditions is
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Since the MRE density of states in Eq. (23) has a quad-
ratic term, it is required to impose a lower limit cutoff
to avoid a range of negative momentum values, which
are not physically acceptable. The ΛIR cutoff is different
for each boundary condition obtained for Eqs (28) and
(31). The values are = ∕RΛ 1.8IR for the Dirichlet boundary

Figure 1: Chiral condensate and Polyakov loop as functions of temperature for the PNJL model with the MRE approximation (polynomial potential) for
different cases with =m 5.50 MeV. (a) Chiral condensate for a cube. (b) Polykov loop for a cube. (c) Chiral condensate for a sphere with Dirichlet
conditions. (d) Polyakov loop for a sphere with Dirichlet conditions. (e) Chiral condensate for a sphere with Neumann conditions. (f) Polyakov loop for
a sphere with Neumann conditions.
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conditions and = ∕ RΛ 1 2IR ( ) for the Neumann condi-
tions [37,39].

4.2 Cubic volume

In this subsection, we extend the application of the MRE
approximation to a cubic box shape. We obtain an expres-
sion for ρ

MRE
, which can be applied to a cube, and it is

simple to implement. We use this approximation for a
cubic finite volume in the framework of chiral symmetry
that includes deconfinement.

Eq. (23) shows that the density of states is composed of
three terms. We extend the MRE approximation by obser-
ving the following changes to the expression for ρ

MRE
: a

cube with side L is defined for the surface term ρ
surf

and a
value of zero is assigned to the curvature factor f

C
due to

the fact that the surfaces of the cube are flat planes.
Since =f 0

C
for the curvature factor in Eq. (21), only

volumetric and surface terms are developed. For the volu-
metric term, we observe that the integrand in thermody-
namic potential is spherically symmetric, which means

that =d p πp dp43 2 , which can be used to obtain the volu-
metric density of states:
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For the surface term, we proceed in an analog way to
Eq. (32). The surface density of states is = ∕pN Ad πd 2s

2 2( ) ,
where =A L6 2 is the area of the cube with side L;
since =pd πp p2 d2 , then the surface term of Eq. (21) is given
by:
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Using Eqs (32) and (33), and with =ρ
V
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1 d
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, the expression

for the density of states is
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In this case, the non-physically acceptable values are those
in the interval between =p 0 and = ∕p L3 4 , and conse-
quently, the infrared cutoff is set to = ∕ LΛ 3 4IR .

5 Model parameters

The values of the regularization parameters that were used
in this study are =Λ 651 MeV and = × − −G 10.08 10 MeV6 2;
and for the quark mass =m 5.5 MeVo , the mass and decay
constant of pion are =m 139 MeVπ and =f 92.3 MeV

π
,

respectively; and the value for the quark condensate of
=∕uu 2511 3⟨ ⟩ MeV. These values were reported by previous

studies [29,41,42].

6 Results

6.1 Order parameters with finite volume
for ==μ 0

By solving the gap equations in a self-consistent way, we
can map the behavior of the order parameters: the chiral
condensate and the Polyakov loop with respect to tempera-
ture, considering =μ 0, and a polynomial potential.

The left-hand side of Figure 1(a, c, and e) shows the
variation of the chiral condensate for different types of
geometries where each line represents a definite volume.
We start with a small volume sizes, which gradually varies

Table 1: Constituent mass for =m 5.50 MeV using the PNJL model in a
finite volume, for different sizes and geometries

Constituent mass M

==m 5.5o MeV
L (fm) M (MeV)

PNJL MRE cube
15 303.94
13 300.55
12 298.42
11 295.90
9 289.11

PNJL MRED sphere

R (fm) M (MeV)

40 300.21
38 298.86
37 298.12
36 297.35
30 291.61

PNJL MREN sphere

R (fm) M (MeV)

8 323.22
6 321.46
4 316.49
3 309.61
2 290.12
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by increasing the radius or length of each geometry. We
also compare these results when we have infinite volume

(this occurs when the density of states is =ρ
p

π2

2

2 ). As we
make our system larger, we see a certain trend of the
curve, a larger dynamically generated mass for low tem-
peratures. Table 1 summarizes the chiral condensate for
the different geometries and sizes.

The right panel (b, d, and f) shows the Polyakov loop
making the same considerations of geometry and finite volume.
Recall that in the PNJL model, the values different from zero
imply deconfinement. On the other hand, we can see that the
chiral symmetry restoration almost occurs simultaneously (for
approximately the same temperature and chemical potential)
with the confinement–deconfinement transition.

Figure 2: Chiral condensate and Polyakov loop as a function of temperature for the PNJL model with the MRE approximation for the polynomial and
logarithmic potential with =m 5.50 MeV. (a) Chiral condensate for a cube with =L 12 fm. (b) Polykov loop for a cube with =L 12 fm. (c) Chiral
condensate for a sphere with Dirichlet conditions with =R 37 fm. (d) Polyakov loop for a sphere with Dirichlet conditions with =R 37 fm. (e) Chiral
condensate for a sphere with Neumann conditions with =R 3 fm. (f) Polyakov loop for a sphere with Neumann conditions with =R 3 fm.
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6.1.1 Polynomial vs logarithmic potential for ==μ 0

As we mentioned earlier, depending on the φ φ T, *;�( )

potential used in the model, the behavior of the chiral
condensate and Polyakov loop will change. To determine
this behavior, we modified the polynomial potential to a
logarithmic one and performed the same procedure to see
the changes in the graphs.

In the Figure 2 in (a) and (c) shows the curves for the
chiral condensate at both potentials. By comparing them (for
the cube and sphere with the Dirichlet conditions), we note
that for a logarithmic potential, slightly higher temperatures
are needed for the chiral condensate to decrease. On the
other hand, for a sphere with the Neumann conditions (e),
the behavior is completely the opposite, since lower tempera-
tures are needed for the logarithmic potential.

In the Figure 2 in (b) and (d) we have the Polyakov loop
represented and something similar happens. The behavior
for the cube and sphere with the Dirichlet conditions is
very similar; for a logarithmic potential, it needs higher
temperatures for Φ parameter to grow. However, in the

logarithmic potential, the Polyakov loop for the Neumann
conditions seems to grow very fast for temperatures
between ≈T 200–250 MeV.

6.2 Order parameters with finite volume for
≠≠μ 0

Variations of the order parameter as a function of tempera-
ture for several chemical potentials are shown in Figure 3.

In Figure 3, the plots in the left panel represent
the behavior of the chiral condensate for different che-
mical potentials for the cubic and spherical geometry,
respectively, considering a small volume =L 9 fm (a) and

=R 30 fm (c). However, in the right panel, we now con-
sider a larger volume for both geometries =L 15 fm (b) and

=R 40 fm (d).
We observe that for small volumes, the condensate

graph behaves smoothly and continuously. Unlike for larger
volumes, where for a chemical potential of ≈μ 325 MeV, we
could not ensure its continuity due to the visible gaps. There

Figure 3: Variation of the condensate for different values of the chemical potential for a cube and sphere with the MRE appoximation (polynomial
potential). We use three chemical potentials: =μ 310, 325 and 350 MeV for a cubic volumen and =μ 310, 326, 350 MeV for a spherical volume with the
Dirichlet conditions. Variation of the condensate for the cube with (a) =L 9 fm and (b) =L 15 fm. Variation of the condensate for a sphere with (c)

=R 30 fm and (d) =R 40 fm.
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Figure 4: Maximal chiral susceptibility VS chemical potential for the PNJL model with the MRE approximation for: (a) cube, (b) sphere with Dirichlet
conditions and (c) sphere with Neumann conditions.

Figure 5: Phase diagram of the PNJL model in a finite volume with MRE appoximation for: (a) cube, (b) sphere with Dirichlet conditions and (c) sphere
with Neumann conditions.
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is an abrupt drop in the plot at ≈T 57 MeV in the cube and
≈T 35 MeV in the sphere, which is a clear sign of a change in

the type of phase transition that is associated with the exis-
tence of the CEP.

6.3 Susceptibilities

Susceptibility determines the rate of change of the thermo-
dynamic potential with respect to a variation on the current
quarkmass [43,44]. Chiral susceptibility, which is the one we
will concentrate on, determines the change of the consti-
tuent quark mass under a variation in the current quark
mass. Chiral susceptibility is a probe to analyze the nature of
the phase transition by identifying singularities in it.

We calculate the matrix of susceptibilities as:

=
⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

−

χ

χ χ χ

χ χ χ

χ χ χ

,

MM M M

M

M

Φ Φ

Φ ΦΦ ΦΦ

Φ Φ Φ Φ Φ

1
*

*

* * * *

(35)

where each component of the matrix is the second derivative
of the thermodynamic potential with respect to the order
parameters. We define χ

MM
as the chiral susceptibility:

= ∂ = ∂

= ∂ = ∂

= ∂ = ∂

χ
T

χ
T

χ
T

χ
T

χ
T

χ
T

1

Λ
Ω,

1

Λ
Ω,

1

Λ
Ω,

1

Λ
Ω,

1

Λ
Ω, and

1

Λ
Ω.

MM MM M M

M M

Φ 2 Φ

ΦΦ 3 ΦΦ ΦΦ 3 ΦΦ

Φ Φ 3 Φ Φ Φ 2 Φ

* *

* * * * * *

(36)

6.4 Chiral susceptibility

As mentioned earlier, finding singularities in the chiral
susceptibility allows us to determine the nature of the phase

Table 3: Chiral temperature Tch for =μ 0 in the PNJL model in a finite
volume, for different volume sizes and geometries for =m 5.5o MeV

PNJL MRE cube

Chiral temperature Tch

==m 5.5o MeV
L (fm) Tch (MeV)

15 241
13 240
12 239
11 239
9 237

PNJL MRED sphere

Chiral temperature Tch

==m 5.5o MeV
R (fm) Tch (MeV)

40 300.21
38 298.86
37 298.13
36 297.35
30 291.61

PNJL MREN sphere

Chiral temperature Tch

==m 5.5o MeV
R (fm) Tch (MeV)

8 246
6 245
4 244
3 242
2 237

Table 2: CEP for the PNJL model in a finite volume using the MRE
approximation with the traditional cutoff [42]

PNJL MRED sphere

R (fm) CEP (μ (MeV), T (MeV))
≫≫R 1 (( ))329, 97

50 326, 57( )

40 326, 35( )

38 326, 25( )

<35 —

PNJL MRE cube

L (fm) CEP (μ (MeV), T (MeV))
≫≫L 1 (( ))329, 97

40 326, 87( )

15 326, 58( )

13 325, 28( )

<11 —

PNJL MREN sphere

R (fm) CEP (μ (MeV), T (MeV))
≫≫R 1 (( ))329, 97

20 327, 94( )

10 327, 93( )

8 327, 92( )

6 327, 90( )

4 327, 84( )

3 328, 72( )

< 2 —
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transitions and it can help us in determining the existence of
a CEP [45]. For example, by observing the behavior of the

maximum chiral susceptibility (Figure 4), where we can vary
the chemical potential and the size of the volume depending
on each geometry, we can see an asymptotic trend as we
increase the size of our system. The units of chiral suscept-
ibility are dimensionless.

This behavior allows us to introduce certain criteria to
determine the existence of the CEP, with which we can
identify the size of the volume that allows each geometry
to have a phase transition. Numerically, a very simple way
to find the point where the nature of the phase transition
changes, for example, from a crossover to first-order one,
is by calculating the angle formed with respect to the hor-
izontal axis by two consecutive points. We have chosen the
criterion that when the slope exceeds the value (≥ ∘89 ) is
when we determine that our system presents a singularity.
In this case, a change in the nature of the phase transition
occurs, from a crossover to a first-order one at that point
μ T,( ). We will use the notation (μ[MeV], T [MeV]) to repre-
sent the sets of numbers, where μ denotes the chemical
potential in units of MeV andT represents the temperature
in MeV. Thus, a set such as 324, 24( ) corresponds to a value
of μ of 324 MeV and a value ofT of 34 MeV. This convention

Figure 6: Phase diagram of the PNJL model in a finite volume with MRE approximation for: (a) cube with =L 12 fm for polynomial and logarithmic
potential, (b) sphere with =R 37 fm for polynomial and logarithmic potential with Dirichlet conditions and (c) =R 3 fm for polynomial and logarithmic
potential with Neumann conditions.

Table 4: CEP for the PNJL model in a finite volume using the MRE
approximation for a polynomial and logarithmic potential

PNJL MRE cube

� L (fm) CEP (μ [MeV], T [MeV])

Polynomial 12 324, 34( )

Logarithmic 12 326, 22( )

PNJL MRED sphere

� R (fm) CEP (μ [MeV], T [MeV])

Polynomial 37 326, 15( )

Logarithmic 37 325, 34( )

PNJL MREN sphere

� R (fm) CEP (μ (MeV), T (MeV))

Polynomial 3 327, 71( )

Logarithmic 3 327, 80( )
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will be maintained throughout this article unless expressly
stated otherwise.

7 Phase diagrams

To find the phase diagram, we will take the so-called local
criterion, which takes the relative maximum value of the
susceptibility at each iteration of the temperature and
chemical potential. Thus, if the susceptibility has a ver-
tical asymptote, we obtain a first-order phase transition.
Using the criterion for locating the aforementioned CEP,
we can represent the coordinate in the −T μ plane
(Figure 5).

Analyzing the phase diagrams for each geometry, we
can observe that depending on the size of the volume,
there is a notorious change in the phase line. As we
increase the size of the sphere radius or the side of the
cube, the critical temperature increases.

In addition, the occurrence of the CEP varies in each
geometry. For a cube, the first phase transition occurs
around =L 12 fm, where the CEP is located at 324, 34( ).
For a spherical geometry where the conditions are of
Dirichlet type, the first appearance of the CEP is at a radius
of =R 37 fm, located at coordinate 326, 15( ). However, for
the Neumann-type conditions, the first CEP is located for
very small volumes as small as =R 3 fm, whose location is
at 327, 71( ). For sizes smaller than those already mentioned
in each geometry, no signs of a phase transition were
found (with our criteria).

Table 2 shows the information for each point where
the CEP was found for all geometries and different sizes of
volume, and Table 3 shows the critical temperature.

7.1 Phase diagram with polynomial and
logarithmic potential

We compare the phase diagrams for different geometries
by choosing the volume size where we first locate the CEP.
We observe that for the spherical geometry (Dirichlet and
Neumann) with the polynomial potential, the CEP is at
lower temperature compared to the logarithmic potential.
In contrast, the opposite occurs for cubic geometry, as
higher temperatures are needed to locate the CEP. These
results are presented in Table 4 and Figure 6.

8 Discussion

The PNJL model in SU(2) is one of the most widely used
effective models in QCD to describe the behavior of a system
of particles interacting with the strong force. Three consid-
erations were implemented under this model: finite volume
effects using the MRE approximation, a soft cutoff regular-
ization scheme, and two different Polyakov loop potentials
(polynomial and logarithmic).

In addition, we have considered two different types
of geometries that modify the density of states: cubic
and spherical geometry (subject to the Dirichlet and
Neumann boundary conditions). The current mass of
the quarks was fixed at =m 5.50 MeV. The soft cutoff reg-
ularization scheme was introduced so that our model can
respect the Stefan–Boltzmann limit; by splitting the con-
vergent integral where momenta are larger than the
three-dimensional UV cutoff, fermionic interactions are
no longer taken into account.

With these considerations, we focused on studying the
behavior of the chiral condensate as well as the phase

Table 5: CEP for PNJL model in a finite volume using MRE approximation

PNJL MRE cube

L (fm) CEP (μ [MeV], T [MeV])

≫L 1 327, 93( )

15 325, 57( )

13 325, 45( )

12 324, 34( )

<11 —

PNJL MRED sphere

R (fm) CEP (μ [MeV], T [MeV])

≫R 1 327, 93( )

40 326, 35( )

38 326, 25( )

37 326, 15( )

< 36 —

PNJL MREN

R (fm) CEP (μ (MeV), T (MeV))

≫L 1 327, 93( )

8 327, 89( )

6 327, 88( )

4 327, 83( )

3 327, 71( )

<2 —

Left, cube of length L. Center, for a sphere of radius R with the Dirichlet
conditions. Right, for a sphere with the Neumann conditions.
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diagrams, and by certain criteria, we obtained the coordi-
nates of the CEP. It is interesting to note that using the soft
cutoff regularization, this model appears to exhibit slightly
enhanced accuracy, as evidenced by the shift of CEP values
toward a slightly smaller volume. A more comprehensive
visualization of these changes can be observed by com-
paring the results obtained in the study by Betancourt
et al. [42], as presented in Table 2, with the findings in
Table 5.

We have made significant findings regarding the CEP
under various geometric configurations and boundary con-
ditions. When using a soft cutoff regularization model in a
cubic geometry, the CEP only manifests itself at a size of

=L 12 fm, with coordinates located at (324, 34). In contrast,
under the traditional cutoff, the CEP first appears at =L 13

fm, situated at (325, 28).
For a spherical geometry with the Dirichlet boundary

conditions, the CEP emerges at a size of =R 37 fm, with coor-
dinates at (326, 15), when using the soft cutoff. Conversely, with
the traditional cutoff, the CEP becomes apparent at =R 38 fm,
positioned at (326, 25).

Finally, in a spherical geometry with the Neumann
boundary conditions, the CEP is found at =R 3 fm in
both cases. However, it is worth noting that when using
a soft cutoff, the CEP coordinates are (327, 71), whereas with
the traditional cutoff, they are (328, 72).

Once we have located the size where the CEP first
appears in each geometry, we can observe how this point
changes depending now on the size. It was found that for
the two types of geometries, the CEP always lies in ≈μ 326

MeV. On the other hand, the temperatures increase as we
expand our volume being the limit 327, 93( ), when we con-
sider an infinite volume.

Finally, in the volume size where CEP first appeared in
each geometry, the polynomial and logarithmic Polyakov
loop potentials were compared. We note that depending on
the potential, we choose the location of the CEP changes.
We found that for a spherical geometry (the Dirichlet and
Neumann conditions), higher temperatures are needed to
locate the CEP with a logarithmic potential. On the other
hand, for a cubic geometry, the opposite occurs; using a
logarithmic potential, the presence of the CEP requires
lower temperatures than in a polynomial potential.
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